A spacetime discontinuous Galerkin method for hyperbolic heat conduction
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Abstract

Non-Fourier conduction models remedy the paradox of infinite signal speed in the traditional parabolic heat equation. For applications involving very short length or time scales, hyperbolic conduction models better represent the physical thermal transport processes. This paper reviews the Maxwell–Cattaneo–Vernotte modification of the Fourier conduction law and describes its implementation within a spacetime discontinuous Galerkin (SDG) finite element method that admits jumps in the primary variables across element boundaries with arbitrary orientation in space and time. A causal, advancing-front meshing procedure enables a patch-wise solution procedure with linear complexity in the number of spacetime elements. An h-adaptive scheme and a special SDG shock-capturing operator accurately resolve sharp solution features in both space and time. Numerical results for one spatial dimension demonstrate the convergence properties of the SDG method as well as the effectiveness of the shock-capturing method. Simulations in two spatial dimensions demonstrate the proposed method’s ability to accurately resolve continuous and discontinuous thermal waves in problems where rapid and localized heating of the conducting medium takes place.
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1. Introduction

1.1. Hyperbolic heat conduction

The local form of the energy balance equation for purely thermal response is

$$C \dot{T} + \nabla \cdot \mathbf{q} = Q$$

in which $C := \rho \varepsilon_c$ is the volumetric heat capacity where $\rho$ is the mass density and $\varepsilon_c$ is the specific heat capacity (measured per unit mass at constant pressure), $T$ is the temperature field, $\mathbf{q}$ is the spatial heat flux vector field, and $Q$ is the volumetric heat supply. The Fourier heat law, $\mathbf{q} = -\kappa \nabla T$, where $\kappa$ denotes the thermal conductivity tensor, is one of the most widely used and accepted constitutive equations of continuum physics. It has held up to almost 200 years of experimental validation remarkably well. Fourier’s law gives rise to the familiar parabolic heat equation. However, a parabolic governing equation is paradoxical in the sense that information propagates with infinite signal speeds [1–3]. Although this is a physical impossibility, the parabolic conduction model yields good agreement with experimental data at most length and time scales of engineering and scientific interest. However, at very small time and/or length scales and in certain temperature regimes, predictions based on the Fourier law do not agree well with experimental observations.

Wave-like thermal response with finite propagation speed was first observed experimentally in solid He$^4$ by Ackerman et al. [4]. Jackson et al. [5] verified this so-called second sound phenomenon in high-purity dielectric crystals of sodium fluoride. Narayananmurti and Dynes [6] discovered second sound heat propagation in semimetal bismuth.

While current trends in nanoscale devices and manufacturing processes have sparked renewed interest in hyperbolic conduction laws that deliver finite propagation speeds, the idea is not a new one. A thermal wave model was first proposed by Maxwell [7] in 1867, while Cattaneo [8,9], and Vernotte [10] independently proposed related models in the middle of the last century. Maxwell advocated neglecting the leading term that leads to hyperbolicity, as “…the rate of conduction will rapidly establish itself.” However, Cattaneo and Vernotte introduce an additional material parameter, the thermal relaxation time $\tau$, to generate a modification of Fourier’s Law:

$$\tau \mathbf{q} + \mathbf{q} = -\kappa \nabla T. \tag{2}$$

Various authors refer to (2) as either the Maxwell–Cattaneo, the Cattaneo, the Vernotte, or the Cattaneo–Vernotte equation. For the remainder of this paper, (2) shall be referred to as the MCV equation. For a historical development of the MCV equation, as well as both physical and mathematical justifications for it, see the review articles by Joseph and Preziosi [2,3], Dreyer and Struchtrup...
[11], Ozisik and Tzou [12], Chandrasekarahaa [13,14], and the references therein. In order to cast the constitutive relation in the form of a conservation law, we use in this work the inverse MCV equation,

\[ \lambda (\tau \mathbf{q} + \mathbf{q}) = -\nabla T, \]

where \( \lambda := \kappa^{-1} \) is the thermal resistivity tensor. Eqs. (1) and (2) can either be solved as a system or, given second-order differentiability for both \( T \) and \( \mathbf{q} \) and spatial uniformity of \( \tau \), be combined into a single wave equation with a damping term:

\[ \ddot{T} + \frac{1}{\tau C_0} \dot{T} - \frac{1}{\tau C_1} \nabla \cdot \kappa (\nabla T) = \frac{1}{\tau C} (Q + \tau Q). \]

In either case, the maximum thermal wavespeed, \( c = \sqrt{1/\tau C} \) where \( \lambda \) is the maximum eigenvalue of \( \kappa \), is finite for \( \tau > 0 \) and realistic material properties. In addition to removing the paradox of infinite signal speed, the hyperbolic thermal model (4) with appropriate initial and boundary conditions yields a well-posed Cauchy problem for the temperature [15].

1.2. Review of numerical methods for the MCV equation

Several variants of the finite difference method have been applied to the hyperbolic thermal problem. Glass et al. [16,17] use MacCormack’s scheme; their method provides stability and good resolution at sharp wavefronts, but has the drawback of admitting some oscillations. More recently, Liu et al. [18] use a flux-splitting method to study the transient temperature response due to laser-pulse heating. After splitting the flux, they invoke backward and forward difference schemes to complete the method.

Zhang and Zhao treat problems in one, two, and three spatial dimensions in a series of technical reports [19–21]. For the one-dimensional case, they use a fourth-order compact finite difference scheme with a Crank–Nicolson integrator. A second-order difference scheme with iterative solver is proposed for the two-dimensional solution. The last report presents a second order in time and space difference method with an iterative solver. In all cases, they prove unconditional stability and present studies of numerical error.

Yang [22,23] and later Shen and Han [24,25] proposed total variation diminishing (TVD) schemes. Yang [22] uses a characteristics-based TVD scheme for one-dimensional problems. In [23], the method is extended to two dimensions using a fractional step method. Shen and Han [24,25] apply characteristics-based TVD schemes to problems with complex geometries and boundary conditions in two dimensions. They also note that a dimension-splitting scheme must be used to treat reflections at boundaries. As is the case with other high-order methods, TVD schemes introduce significant diffusion at sharp wavefronts and discontinuities, thereby reducing the accuracy of the solution to first order.2

Chen and Yuan apply a hybrid numerical technique to problems in one [28] and two [29] spatial dimensions. They first use Laplace transforms to eliminate the temporal dependence, and then use a control volume method to solve the resulting problem. A numerical inversion of the Laplace transform is the final step in their algorithm. The goal of their work is to suppress spurious oscillations in the numerical solution that can appear with other numerical methods. One drawback is that their method can develop instabilities unless suitable parameters are chosen.

Carey and Tsai [30] present the first application of the conforming finite element method (FEM) to the MCV equation. They employ a standard Galerkin weighted residual formulation in space and study the effects of various time integrators. Manzari and Manzari [31,32] propose a mixed finite element scheme for hyperbolic heat conduction. They use a Galerkin weighted residual FEM for spatial discretization and a one-parameter \( \beta \)-method for time integration. The mixed formulation accommodates independent interpolation functions for the temperature and heat flux fields. Xu et al. [33] consider nonlinear material properties and their effects on hyperbolic heat conduction. They discretize the equations using a Bubnov-Galerkin FEM in space and implement a forward difference scheme for time integration. They use an unstructured mesh to investigate temperature-dependent absorptivity during laser heating of a thin film and substrate.

Discontinuous Galerkin (DG) finite element methods have only recently been applied to the MCV equation. Ai and Li [34,35] propose a DG method that permits discontinuities in space only, with an explicit conditionally stable time integrator. They report numerical results obtained with unstructured meshes in three dimensions. Wu and Li [36] present a time-discontinuous Galerkin method that extends earlier work by Li et al. [37]. They discretize space and time simultaneously using a P3–P1 interpolation scheme and weakly enforce continuity of the temperature field across constant–time boundaries. Several authors have proposed DG methods for parabolic diffusion equations, including the classical heat equation. Here we mention a few examples for readers with a more general interest in the DG method for problems with diffusion. Jamet first introduces the DG method for parabolic problems in [38], Eriksson, Johnson and Larsson published a series of papers on adaptive finite elements for parabolic problems, including [39]; additional citations can be found therein. Zhang and Shu [40] present an analysis of three different DG formulations for diffusion equations. In [41], Zienkiewicz et al. summarize methods in which both advection and diffusion terms are present. Kulkarni et al. propose a DG method for non-conforming meshes in [42]. Chrysafinos and Waltoning [43] provide error estimates for the spatially discontinuous Galerkin method for general parabolic problems while allowing for changes in the basis functions between time steps.

1.3. Scope and organization

In this paper, we introduce a spacetime discontinuous Galerkin (SDG) finite element method for the MCV equation. In contrast to methods that support solutions with discontinuities in either space or time (but not both), the SDG method admits discontinuities across any spacetime element boundary without restriction on orientation. We begin with continuum forms of the MCV and energy balance equations, including the jump parts of the differential operators to account for possibly discontinuous solution fields. Then we use a Bubnov-Galerkin weighted residual method to derive a discrete weak form of the problem. The resulting method provides balance (to within machine precision) of the conservation variables at both the element and global levels. As with other discontinuous Galerkin schemes and in contrast to finite volume and finite difference methods, the compact support of SDG basis functions supports high-order schemes without expanding the stencil. The basic SDG formulation is unconditionally stable, although it produces some overshoot and undershoot in the vicinity of solution discontinuities. These artifacts, when they occur, remain local and do not pollute the global solution. In applications where this overshoot is undesirable, we apply a special SDG shock-capturing operator [44] that derives from the sub-cell method proposed by Persson and Peraire [45].

Our SDG method employs an advancing-front meshing/solution procedure that generates unstructured spacetime meshes that obey a special causality constraint based on the characteristics of the governing partial differential equations [46–48] (see also Section 4.1). The causality constraint imposes a local restriction on

2 Goodman and LeVeque [26] prove that TVD schemes in 2D are at most first-order accurate. LeVeque [27] further states that combining a high-order 1D scheme with flux splitting in 2D can produce higher-order accurate results in smooth regions.
mesh advancement in time, but there are no global restrictions. Thus, regions of the mesh where the elements have small spatial diameters do not limit time advancement in regions where the elements have large spatial diameters. We exploit this flexibility in an h-adaptive analysis method that simultaneously adjusts spatial and temporal element diameters to achieve significant performance gains. This highly dynamic adaptive scheme is particularly effective in resolving the sharp wavefronts that can arise in hyperbolic thermal solutions. The causality constraint implies that the local solution on each new patch of elements produced by the spacetime mesh generator depends exclusively on prescribed initial and boundary data and on data from previously solved patches; it is decoupled from the solutions on all subsequent elements. This decoupling enables a scalable patch-by-patch solution procedure with O(N) computational complexity, where N is the number of spacetime elements, that interleaves patch generation with local, patch-wise finite element solutions. The organization of the remainder of this paper is as follows. Section 2 presents the continuum formulation of the MCV thermal problem. In Section 2.1, we review useful concepts from the exterior calculus on spacetime manifolds and introduce a notation for differential forms with vector coefficients. We develop the continuum governing equations in Section 2.2 by localizing the integral forms of the energy and MCV equations. Section 3 formulates the SDG method; a Bubnov-Galerkin weighted residual statement for a single spacetime element leads to the discrete weak form that defines the SDG method. We introduce a shock-capturing method for our SDG method in Section 3.3. Section 4 describes an implementation of the SDG method and details our advancing-front meshing procedure. Numerical results appearing in Section 5 include: convergence studies and a demonstration of the shock-capturing operator in one spatial dimension, an example involving pulsed-laser heating of a thin film and examples involving material microstructures with voids or inclusions subjected to discontinuous thermal loading. Conclusions and directions for future research are discussed in Section 6. Lastly, the appendices present component expansions of the discrete weak statement and expressions for the Riemann values that determine the flux jump conditions.

2. Continuum formulation

2.1. Differential forms notation for spacetime manifolds

We use the notation of differential forms on spacetime manifolds to develop the SDG formulation. This approach supports a direct, coordinate-free notation and leads to concise representations of the governing equations that emphasize the notion of conservation over spacetime control volumes. It also circumvents a fundamental problem that arises with conventional tensor notation in spacetime versions of the Stokes Theorem, where the absence (in non-relativistic settings) of an inner product for spacetime vectors leaves the notion of a “unit normal vector” ill-defined. In this subsection, we present definitions and notations for differential forms with vector coefficients on spacetime manifolds. See [49,50] for a more complete exposition of differential forms and the exterior calculus on manifolds. Our formulation is specialized to flat spacetimes for simplicity.

Consider a flat spacetime manifold \( \mathcal{M} \subseteq \mathbb{R}^d \) in which \( d \) is the spatial dimension of the manifold. We use the basis \( \{ e_i \}_{i=1}^d \), in which the spatial basis \( \{ e_i \} \) spans \( \mathbb{R}^d \) and \( e_i \) is the temporal basis for \( \mathbb{R} \), to represent vectors in the tangent space \( \mathcal{T} \). The tangent bundle for our flat spacetime is uniform over \( \mathcal{M} \), so we denote the tangent space at all points \( P \in \mathcal{M} \) simply as \( \mathcal{T} \), rather than the usual \( \mathcal{T}_P \). The dual basis for covectors in \( \mathcal{T}^* \) is denoted as \( \{ e^i \}_{i=1}^d \) and is determined by the relations \( e^i(e_j) = \delta^i_j \).

\[ e^i(e_j) = \delta^i_j \]

The component representations of any vector \( a \in \mathcal{T} \) and any covector \( b \in \mathcal{T}^* \) are \( a = a^i e_i \) and \( b = b^i e^i \), where \( a^i \) and \( b^i \) denote the tangent space at all points \( P \in \mathcal{M} \) simply as \( \mathcal{T} \), rather than the usual \( \mathcal{T}_P \). The dual basis for covectors in \( \mathcal{T}^* \) is denoted as \( \{ e^i \}_{i=1}^d \) and is determined by the relations \( e^i(e_j) = \delta^i_j \).

A differential \( r \)-form on \( \mathcal{M} \) (with scalar coefficients) is an \( r \)-covector field on \( \mathcal{M} \); we call these \( r \)-forms for short. The standard basis for \( 1 \)-forms is \( \{ dx_i \}_{i=1}^d \), where for our flat manifold the \( dx_i \) are \( 1 \)-forms with uniform values \( e_i \) and \( dx \) is the 1-form with uniform value \( e \). Thus, any \( 1 \)-form with scalar coefficients has the unique component representation with respect to the standard basis, \( \omega = \omega^i dx_i \), where \( \omega^i \) and \( \omega \) are scalar fields on \( \mathcal{M} \). Top forms in spacetime are \( (d+1) \)-forms, for which the standard basis is the singleton set \( \{ \Omega \} \), where \( \Omega = dx^1 \wedge \ldots \wedge dx^d \). Thus, a top-form \( \omega \) with scalar coefficients is expressed as \( \omega = \omega^\Omega \) in which \( \omega^\Omega \) is a scalar function on \( \mathcal{M} \). Our formulation makes use of forms with both scalar and vector coefficients. The usual definition of the exterior product of forms as follows. Let \( a \) and \( b \) be \( r \) and \( s \)-forms on \( \mathcal{M} \), respectively, let \( a \) and \( b \) be vector fields on \( \mathcal{M} \), and let \( w \) be a scalar field on \( \mathcal{M} \). We write \( ax \) and \( b \) to describe an \( r \)-form and an \( s \)-form with vector coefficients. The exterior product of \( ax \) and \( b \) is the \( (r+s) \)-form with scalar coefficients given by

\[ ax \wedge b \wedge : = ax \cdot b(x \wedge r). \] (5)

A magnitude operator for forms with scalar or vector coefficients is defined by

\[ |w| := |w| \quad |ax| := |ax|. \] (6)

Let \( x \) be an \( r \)-form with \( r \in \{ x \in \mathbb{N} : x \leq d + 1 \} \). The Hodge star operator, denoted as \( * \), is defined by \( x \wedge * = \Omega \), in which \( * = x \) is a \( (d+1-r) \)-form. We shall have use of \( d \)-forms, for which we define a preferred basis \( \{ dx^1, dx^2, \ldots, dx^d \} \). This implies \( dx^1 \wedge \ldots \wedge dx^d = \delta^\Omega \Omega \). Let \( \Omega \), \( dx \wedge dx^* = 0 \), and \( dx^1 \wedge \ldots \wedge dx^d = 0 \) for \( k = 1, \ldots, d \). We define the action of the Hodge star operator on a form with vector coefficients as \( *ax = a* \), where \( a \) and \( x \) are a vector field and an \( r \)-form, respectively, on \( \mathcal{M} \).

We introduce a useful 1-form with vector coefficients and an associated \( d \)-form with vector coefficients to facilitate our formula:

\[ dx := e_i dx^i, \quad *dx := \epsilon_i dx^i. \] (7)

Given any differentiable scalar field \( w \) on \( \mathcal{M} \), we find

\[ d(w dx) = (\nabla w) \Omega, \quad d(w star dx) = w \Omega. \] (8)

For any differentiable vector field \( a \) on \( \mathcal{M} \), we have

\[ d(a \wedge dx) = (V \cdot a) \Omega, \quad d(a \wedge dx) = a \wedge \Omega. \] (9)
Consider any open region \( \mathcal{D} \subset S \) with a regular boundary \( \partial \mathcal{D} \). We write the Stokes Theorem in differential forms notation as [49]

\[
\int_{\partial \mathcal{D}} \mathbf{d} \omega = \int_{\mathcal{D}} \omega
\]

(11)
in which \( \omega \) is a d-form with either scalar or vector coefficients.

2.2. Governing equations

This section presents the governing system of equations for energy balance and the MCV constitutive law using differential forms notation, emphasizing their common structure as conservation laws with source terms. We begin with the integral form of the system (1) and a subscript 'denoting a quantity related to thermal energy balance (1) and a subscript 'denotes a quantity related to thermal energy balance (1). The material parameters \( C, \lambda \) and \( \tau \) are assumed to be known, time-independent functions of position \( x \). Next, consider the 2-tuples of spacetime fluxes and spacetime sources,

\[
F = \begin{cases} F_1(u, x, t) \\ F_2(u, x, t) \end{cases} 
\]

\[
S = \begin{cases} S_1(u, x, t) \\ S_2(u, x, t) \end{cases}
\]

(13)
in which a subscript 'denotes a quantity related to thermal energy balance (1) and a subscript 'denotes a quantity related to thermal energy balance (1). The material parameters \( C, \lambda \) and \( \tau \) are assumed to be known, time-independent functions of position \( x \). Next, consider the 2-tuples of spacetime fluxes and spacetime sources,

\[
F = \begin{cases} F_1(u, x, t) \\ F_2(u, x, t) \end{cases} 
\]

\[
S = \begin{cases} S_1(u, x, t) \\ S_2(u, x, t) \end{cases}
\]

In the case of linear conservation laws, such as those considered in (17a), the characteristic directions point to the exterior of \( \mathcal{D} \) and the non-causal boundary is defined as the boundary of \( \mathcal{D} \). Similarly, the causal outflow boundary \( \partial \mathcal{D}^{\text{out}} \) is the part where all characteristic directions point to the exterior of \( \mathcal{D} \). The non-causal boundary is defined as the boundary of \( \mathcal{D} \) and the non-causal boundary is defined as the boundary of \( \mathcal{D} \).

We apply the Stokes Theorem and the Localization Theorem to obtain the system of governing equations on each \( \mathcal{D} \subset \mathcal{D} \),

\[
(F - F)_{|_{\partial \mathcal{D}}} = 0,
\]

\[
[F + S]_{|_{\partial \mathcal{D}}} = 0
\]

(17a)

(17b)
in which \( F \) is a 2-tuple containing target fluxes \( F_1 \) and \( F_2 \) on \( \partial \mathcal{D} \), and \( S \) (without decoration) denotes the interior trace of \( F \) on \( \partial \mathcal{D} \). The target fluxes derive from Riemann values on portions of \( \partial \mathcal{D} \) on the interior of \( \mathcal{D} \) and from initial/boundary conditions on \( \partial \mathcal{D} \cap \partial \mathcal{D} \), as explained below. The term \( d\mathbf{F} \) in (17a) represents the diffuse part of the exterior derivative operator, while (17b) is the jump part that accounts for possible discontinuities in the solution fields. Expanding (17a) with the aid of (11) and (9) yields the system,

\[
\left\{ \begin{array}{l}
F = CT + \mathbf{v} \cdot \mathbf{q} = Q \\
\lambda(\mathbf{q} + \mathbf{q}) + \nabla T = \Omega
\end{array} \right.
\]

(18)

that contains the residual forms of (1) and (3).

We follow the method of [51] in expressing the jump condition (17b) with respect to target values that depend on the interior and exterior traces of the fluxes as well as the local orientation of \( \partial \mathcal{D} \). This is a more stringent condition than the usual form of the jump condition, but it maintains the correct characteristic structure across singular surfaces and has been shown to follow conservation laws) to guarantee satisfaction of the entropy condition in the weak formulation and to reduce numerical dissipation [51].

In the case of linear conservation laws, such as those considered here, explicit expressions for the Riemann values are available that are reasonably inexpensive to compute. Thus, there is no need to consider numerical fluxes based on approximate Riemann solvers.

2.3. Boundary partitions and computation of target fluxes \( F^{\text{target}} \)

The values of \( F^{\text{target}} \) in (17b) depend on the local orientation of \( \partial \mathcal{D} \). We consider only hyperbolic problems with well-defined characteristic directions, and use the notion of causality to develop a disjoint partition of \( \partial \mathcal{D} \) into open subsets \( \partial \mathcal{D}^{\text{in}} \) and \( \partial \mathcal{D}^{\text{out}} \) such that \( \partial \mathcal{D} = \partial \mathcal{D}^{\text{in}} \cup \partial \mathcal{D}^{\text{out}} \cup \partial \mathcal{D}^{\text{causal}} \). We say that a d-manifold is causal if all characteristics pass through it in the same direction. As depicted in Fig. 2, the causal inflow boundary \( \partial \mathcal{D}^{\text{in}} \) is the subset of \( \partial \mathcal{D} \) where the characteristic directions all point into the interior of \( \mathcal{D} \). Similarly, the causal outflow boundary \( \partial \mathcal{D}^{\text{out}} \) is the part where all characteristic directions point to the exterior of \( \mathcal{D} \). The non-causal boundary is defined by \( \partial \mathcal{D}^{\text{nc}} := \partial \mathcal{D} \setminus \partial \mathcal{D}^{\text{in}} \cup \partial \mathcal{D}^{\text{out}} \). That is, the characteristic directions at each location on the non-causal boundary point to both the interior and exterior of \( \mathcal{D} \).

We similarly partition the boundary of the spacetime analysis domain \( \mathcal{D} \). Initial conditions are prescribed on the domain causal inflow boundary \( \partial \mathcal{D}^{\text{in}} \), and no conditions are imposed on the domain causal outflow boundary \( \partial \mathcal{D}^{\text{out}} \). We apply boundary conditions...
on the domain non-causal boundary \( \partial \Omega^{nc} \). We further partition the non-causal boundary into disjoint Dirichlet and Neumann parts according to \( \partial \Omega = \partial \Omega^{co} \cup \partial \Omega^{nc} \). Prescribed boundary fluxes corresponding to \( F_i(F_c) \) are applied on \( \partial \Omega^{nc} \) (\( \partial \Omega^{co} \)).

For a regular subdomain \( \mathcal{P} \subset \mathcal{D} \), the target fluxes \( F^o \) on the boundary \( \partial \mathcal{D} \) are given by

\[
\begin{align*}
F^o_{E|E_{ij}} &= \begin{cases} F^o & \text{on } \partial \Omega^{co} \\ F^o_{E} & \text{on } \partial \Omega^{ci} \cup (\partial \Omega^{nc} \cap \partial \Omega^{co}) \\ F^o_{E} & \text{on } \partial \Omega^{nc} \cap \partial \Omega^{nc} \end{cases} \\
F^o_{H|E_{ij}} &= \begin{cases} F^o & \text{on } \partial \Omega^{co} \\ F^o_{H} & \text{on } \partial \Omega^{ci} \cup (\partial \Omega^{nc} \cap \partial \Omega^{co}) \\ F^o_{H} & \text{on } \partial \Omega^{nc} \cap \partial \Omega^{nc} \end{cases}
\end{align*}
\]

(19a)

(19b)

in which the case with no superscript denotes the interior trace, a superscript ‘+’ indicates the exterior trace, and a superscript ‘-’ denotes a Riemann flux defined by the solution to the local Riemann problem (cf. [27]). The exterior traces are obtained from the solution on an adjacent part of the spacetime domain or from prescribed boundary and initial data, as appropriate. Detailed expressions for \( F^o_E \) and \( F^o_H \) appear in the Appendix.

3. SDG formulation

This section introduces a spacetime discontinuous Galerkin finite element method based on a weak form of (17). We first introduce a disjoint partition \( \mathcal{P} \) of the spacetime analysis domain \( \mathcal{D} \) into \( N \) open subdomains \( \mathcal{D}_i \) such that \( \mathcal{P} = \{ \mathcal{D}_i \}^N_{i=1} \). From here on, we refer to the subdomains as finite elements and to the partition \( \mathcal{P} \) as the spacetime mesh. Rather than enforce the governing equations (17) on all \( \mathcal{D} \subset \mathcal{D} \), we seek a weak approximation by weakly enforcing (17) only on each element \( \mathcal{D} \in \mathcal{P} \). To this end, we use the mesh \( \mathcal{P} \) to construct a discrete, discontinuous Galerkin solution space that is piecewise continuous on \( \mathcal{D} \) with jumps admissible across element boundaries: \( \mathcal{V}_h := \{ w : \omega | \mathcal{D}_i \}^N_{i=1} \) where \( \mathcal{D}_i \) is the space of polynomial functions of order \( k \) on \( \mathcal{D} \) and \( r \) and \( s \) are selected non-negative integers. In the numerical examples reported here, we find it convenient to set \( r = s \) and to use the same polynomial order in all elements, although either or both of these constraints could be relaxed. The components of the 2-tuple \( \omega := (\omega, \mathbf{w}) \) are a scalar and a vector field on \( \mathcal{D} \), consistent with the structure of (13), and we use \( w_i \) to denote the scalar components of \( \omega \). We use polynomial basis functions with support on individual elements to construct \( \psi_h \) and write \( \psi_h^\pm = \psi_h |_{\mathcal{D}^+} \) for each element \( \mathcal{D} \in \mathcal{P} \). The discrete weighted residuals statement follows from the Bubnov-Galerkin version of the Method of Weighted Residuals as applied to (17).

3.1. Discrete weighted residuals statement

For each \( \mathcal{D} \in \mathcal{P} \), find \( \mathbf{u} \in \mathcal{V}_h^+ \) such that

\[
\int_{\mathcal{D}} \mathbf{w} \cdot (\mathbf{dF} + \mathbf{S}) + \int_{\partial \mathcal{D}} \mathbf{w} \cdot (\mathbf{F}^* - \mathbf{F}) = 0 \quad \forall \mathbf{w} \in \mathcal{V}_h^+.
\]

(20)

We apply the Stokes Theorem to (20) to get the discrete weak form.

3.2. Discrete weak form

For each \( \mathcal{D} \in \mathcal{P} \), find \( \mathbf{u} \in \mathcal{V}_h^+ \) such that

\[
\int_{\mathcal{D}} (\mathbf{dw} \cdot \mathbf{F} + \mathbf{w} \cdot \mathbf{S}) + \int_{\partial \mathcal{D}} \mathbf{w} \cdot \mathbf{F}^* = 0 \quad \forall \mathbf{w} \in \mathcal{V}_h^+.
\]

(21)

We use (13) to expand (21) as

\[
\int_{\mathcal{D}} \left\{ -\mathbf{dw} \cdot \mathbf{F}_c + \mathbf{w} \cdot \mathbf{S}_c \right\} + \int_{\partial \mathcal{D}} \left\{ \alpha \mathbf{F}_c - \mathbf{w} \cdot \mathbf{F}^*_c \right\} = \left\{ \mathbf{0} \right\} \quad \forall (\omega, \mathbf{w})^T \in \mathcal{V}_h^+.
\]

(22)

In view of the independence of \( \omega \) and \( \mathbf{w} \), we can also write

\[
\int_{\mathcal{D}} (\mathbf{dw} \cdot \mathbf{F}_c + \mathbf{w} \cdot \mathbf{S}_c) + \int_{\partial \mathcal{D}} (\alpha \mathbf{F}_c - \mathbf{w} \cdot \mathbf{F}^*_c) = 0 \quad \forall (\omega, \mathbf{w})^T \in \mathcal{V}_h^+.
\]

(23)

The Cartesian component expansion of (23) can be found in the Appendix.

3.3. Shock capturing

The SDG formulation (23) is unconditionally stable when applied to systems of linear conservation laws, such as those considered here. However, the basic SDG formulation exhibits local overshoot and undershoot in the vicinity of solution discontinuities, except in the special case of piecewise-constant models. Although the method’s element-wise conservation properties prevent these numerical artifacts from polluting the solution globally, there exist applications where it is desirable to suppress them. In this section, we present a shock-capturing scheme that controls overshoot and undershoot. We use the SDG shock-capturing scheme of Palaniappan et al. [44] which derives from the sub-cell method of Persson and Peraire [45]. In this scheme, we add artificial diffusion to the governing equation (17) in those elements where non-smooth response is detected by a discontinuity sensor, as described below. The specific form of the diffusion operator is chosen to preserve the element-wise conservation property of the basic SDG formulation. Let \( \mathbf{p} \) denote a 2-tuple of d-forms defined as exterior products of the spatial gradients of the components of \( \omega \) with \( \star \mathbf{dx} \).

\[
\mathbf{p} := \left\{ \begin{array}{c} \nabla \omega \wedge \star \mathbf{dx} \\ \nabla \mathbf{w} \wedge \star \mathbf{dx} \end{array} \right\} = \left\{ \begin{array}{c} \nabla (CT) \wedge \star \mathbf{dx} \\ \nabla (\psi \mathbf{q}) \wedge \star \mathbf{dx} \end{array} \right\}.
\]

(24)

where, in view of the possibility of discontinuous material data and solution fields, \( \mathbf{p} \) is defined almost everywhere on \( \mathcal{D} \). We augment (17) with an artificial diffusion term to obtain,

\[
\mathbf{d} (\mathbf{F} - \mathbf{x'}) \mathbf{p} + \mathbf{S} |_{\partial \mathcal{D}} = \mathbf{0},
\]

(25a)

\[
|\mathbf{F}^* - \mathbf{F} - \mathbf{x'} (\mathbf{p}^* - \mathbf{p}) |_{\partial \mathcal{D}} = \mathbf{0},
\]

(25b)

in which \( \mathbf{x'} \) is a uniform diffusivity for element \( \mathcal{D} \), \( \mathbf{x'} \mathbf{p} \) represents the flux due to artificial diffusion and \( \mathbf{p}^* \) is the target value for \( \mathbf{p} \). Replacing the residuals in (20) with those given in (25), setting \( \mathbf{p}^* = \mathbf{0} \), and applying the Stokes Theorem, we obtain the stabilized weak problem:

For each \( \mathcal{D} \in \mathcal{P} \), find \( \mathbf{u} \in \mathcal{V}_h^+ \) such that

\[
\int_{\mathcal{D}} (\mathbf{dw} \cdot (\mathbf{F} - \mathbf{x'} \mathbf{p}) + \mathbf{w} \cdot \mathbf{S}) + \int_{\partial \mathcal{D}} \mathbf{w} \cdot \mathbf{F}^* = 0 \quad \forall \mathbf{w} \in \mathcal{V}_h^+.
\]

(26)
Specifying \( \mathbf{p} = 0 \) preserves the SDG method’s element-wise conservation property and maintains the integrity of our patch-by-patch solution procedure, cf. [44]. The weak form (26) defines the stabilized SDG method, but it remains to define a shock-capturing scheme for sensing discontinuities and adjusting the strength of the artificial diffusion within each element. Although the intensity of the artificial diffusion can be adjusted on a per-element basis, our numerical experience indicates that it is best to adjust the diffusion on a per-patch basis, as described below.

Let \( \{u_j^{(p)}\}_{j=1}^{N(p)} \) be the set of scalar components of the conservation field \( u_j \), where \( m_1 = 0 \) and \( m_2 = 1 \). We expand the components \( u_j \) in each element \( \mathcal{e} \) using a hierarchical polynomial basis. For polynomial degree \( p \), we have \( N(p) \) basis functions \( \{\psi_j\}_{j=1}^{N(p)} \), and the solution components on \( \mathcal{e} \) are expressed as

\[
u_j = \sum_{i=1}^{N(p)} u_j^{(p)} \psi_i.
\]

A truncation of the solution on \( \mathcal{e} \) to order \( (p - 1) \) in the hierarchical basis is given by

\[
u_j = \sum_{i=1}^{N(p-1)} u_j^{(p)} \psi_i.
\]

We construct \( u_j \) and its truncation \( \bar{u}_j \) using the scalar component fields defined in (27) and (28).

A discontinuity sensor in \( u_j \) in element \( \mathcal{e} \) measures the level of participation of the highest-order basis functions in the solution:

\[\Sigma_j^\gamma = \frac{\|u_j - \bar{u}_j\|_{L^1(\mathcal{e})}}{\|u_j\|_{L^1(\mathcal{e})}}.\]

No stabilization is required for the overly diffusive piecewise-constant case, so we skip the computation in (29) and set \( \Sigma_j^\gamma = 0 \) when \( p = 0 \). To avoid a possible divide by zero when \( p > 0 \), we first compare \( \|u_j\|_{L^1(\mathcal{e})} \) to the norm of a reference magnitude for \( u_j \), denoted by \( u_0 \), and test for a near-zero solution. If \( \|u_j\|_{L^1(\mathcal{e})} / (u_0^{(p)}|\mathcal{e}|) \) is found to be near zero on \( \mathcal{e} \), we skip the computation in (29), and set \( \Sigma_j^\gamma = 0 \). See [44] for further details.

We expect \( \Sigma_j^\gamma \) to decay with increasing polynomial order according to \( 1/(p + 1)^4 \) when the solution is smooth near element \( \mathcal{e} \) [45]; a slower rate of decay indicates the presence of a non-smooth solution feature. Accordingly, we propose the following shock-capturing scheme for adjusting the strength of the artificial diffusion. Let \( \bar{\Sigma}_j^\gamma =: \log(\Sigma_j^\gamma)^\gamma \). The intensity of artificial diffusion for conservation field \( u_j \) in element \( \mathcal{e} \) is

\[\alpha_j^\gamma = \begin{cases} 0 & \text{if } s_j^\gamma < \bar{s} - \beta, \\ \frac{s_j^\gamma}{\bar{s}} & \text{if } \bar{s} - \beta \leq s_j^\gamma \leq \bar{s} + \beta, \\ \frac{\bar{s}}{s_j^\gamma} & \text{if } s_j^\gamma > \bar{s} + \beta, \end{cases}\]

in which \( \bar{s} = C_s C_h / \bar{c} \) and \( \bar{s} = \log[C_s / (p + 1)^4] \); here \( h \) denotes the spatial diameter of element \( \mathcal{e} \), \( c \) is the thermal wave speed (cf. 1.1), while \( C_s \), \( C_h \) and \( \beta \) are user-selected parameters. The effect of (30) is to eliminate artificial diffusions in elements where the sensor decays somewhat faster than the expected rate, with a linear ramp to the maximum-strength artificial diffusion in elements where the indicator decays more slowly than expected.

In practice, we find it best to use the same diffusion value for all fields and for all elements within each patch. Thus, we determine the element diffusions in patch \( \mathcal{P} \) according to

\[\alpha_j^\gamma = \alpha^\gamma := \max(\max_j(\Sigma_j^\gamma)^\gamma) \quad \forall \mathcal{e} \in \mathcal{P}.
\]

The discontinuity sensor in (29) is unreliable when applied to low-order polynomial bases. We therefore recommend that a minimum polynomial order be imposed for this method, say \( p_{\text{min}} = 2 \). We use the following heuristic for solving a patch of elements to implement the shock-capturing scheme in hyperbolic conduction problems.

1. Solve the patch with no stabilization.
2. Use (29) and (30) to compute the sensors and the artificial diffusion for each element of the conservation fields in each element of the patch. Compute the patch-wise maximum diffusion \( \alpha^\gamma \) according to (31).
3. If \( \alpha^\gamma = 0 \), accept and store the solution from step 1. Otherwise, discard the solution from step 1, assign the diffusivity \( \alpha^\gamma \) to all the elements in the patch according to (31), and solve the patch again; store the new solution.
4. Proceed to the next patch.

4. Adaptive spacetime meshing

An advancing-front procedure for constructing causal spacetime meshes is an essential component of our \( c(N) \) patch-by-patch SDG solution procedure. We summarize in this section methods for unstructured spacetime mesh generation with extensions for adaptive analysis. Although our discussion focuses on meshing domains in \( 2D \times t \), we use the same concepts to address domains in \( 3D \times t \). In principle, the techniques we describe are extendible to domains in \( 3D \times t \), but we have not yet implemented this capability. A more detailed treatment of causal meshing can be found in [46–48,51].

4.1. Causal spacetime meshing

We use an advancing-front mesh generation procedure called Tent Pitcher [52,53] to construct simplicial spacetime meshes that satisfy a patch-wise causality constraint. A ‘patch’ is a collection of tetrahedral elements. Therefore, the patch boundary is a collection of oriented triangular facets in spacetime. The causality constraint requires that all patch facets are causal, except for those facets that lie on \( \partial S \); any patch that satisfies this requirement is called a causal patch. Inter-element boundaries within a patch are permitted to be non-causal, so the elements within a patch must be solved simultaneously. However, the solution within a patch depends only on data from earlier patches and on prescribed initial and boundary data. This asymmetric dependency implies a partial ordering of patches that enables our \( c(N) \) patch-by-patch solution procedure. Tent Pitcher begins with a triangulation of the spatial domain generated by any available simplicial mesh generator, such as Shewchuk’s Triangle [54]. We refer to this mesh as the space mesh. We append a temporal coordinate to the spatial coordinates of each node in the space mesh; all time coordinates are initialized to the starting time of the analysis interval. Distinct time coordinates become associated with different nodes as the solution evolves, so the space mesh generally describes a spacetime terrain on which time is a nonuniform function of spatial position. The space mesh controls the construction of a spacetime mesh, comprised of \( (d + 1) \)-simplices, as described below.

Tent Pitcher advances a node in the space mesh in time to create a new node in the spacetime mesh. The spacetime segment connecting the node at its previous and new times is called a tent pole. Tent Pitcher constructs a new patch of spacetime elements as the set of tetrahedra that connect the top and bottom of the tent pole to the neighboring nodes in the space mesh. The outflow facets of each new patch must all be causal, and this imposes a local condition on the tent-pole duration that is similar to a CFL condition. However, there is no global time-step restriction as in most explicit time-stepping methods, and the causality constraint derives from the requirements of our patch-by-patch solution procedure, as explained below, and not from a stability condition. Tent
Pitcher repeats this tent-pitching operation to generate a sequence of causal spacetime patches that forms a fully unstructured spacetime mesh. We interleave the mesh generation and solution procedures, computing immediately a patch-wise SDG solution every time Tent Pitcher creates a new patch. This patch-by-patch solution procedure has \( O(N) \) complexity for fixed polynomial order, where \( N \) in the number of spacetime patches. A violation of the causality meshing constraint would require a larger cluster of elements to be solved simultaneously, and would thereby destroy the \( O(N) \) complexity property and increase the computational expense. However, stability would not be compromised since the SDG algorithm for each cluster of coupled elements is implicit and unconditionally stable. In fact, the SDG formulation can be used with less complicated meshing procedures, such as simple extrusion of a space mesh in time. Although the solution would be more expensive, the accuracy and element-wise balance properties of the SDG method would be retained.

### 4.2. Adaptive solution procedure

The goal of our \( h \)-adaptive scheme is to divide nearly evenly the finite element error between all of the spacetime elements. We use a residual-based, \textit{a posteriori} error indicator derived from (21). We define a 2-tuple of error indicators for the discrete solution on element \( \delta \) as sums of \( L_1 \) norms of the volume and boundary residuals.

\[
e_{\delta} = \left\{ \epsilon_{\delta}^v, \epsilon_{\delta}^b \right\} := \left[ \int \Delta F + S \right] + \int_{\partial \Omega} |F^* - \hat{F}| \tag{32}\]

Based on the definitions of the target fluxes \( F^* \) in (19), the outflow faces do not contribute to the error and can be dropped from the boundary integral in (32). Every time a spacetime patch is solved, we compute the error indicator \( e^\delta \) for each element \( \delta \) in the patch.

The error indicator (32) drives an extended, adaptive version of the Tent Pitcher meshing algorithm. User-specified parameters \( \{ \epsilon_j^v, \epsilon_j^b \}_{j=1}^{12} \) define a target range for the element-wise error, \( \epsilon_6 \leq \epsilon_j^v \leq \epsilon_7 \). Before accepting a new patch solution, we perform checks on each spacetime element \( \delta \) in the patch to ensure that the upper inequality is strictly enforced, while taking steps to loosely enforce the lower inequality. If \( \epsilon_j^v > \epsilon_7 \) for either value of \( \gamma \), we flag element \( \delta \) as needing refinement; if \( \epsilon_j^v < \epsilon_6 \), for both values of \( \gamma \), we flag element \( \delta \) as coarsenable; otherwise, we flag \( \delta \) as neither refinement nor coarsening. If any spacetime element in the patch is flagged as needing refinement, we discard the patch solution with all the spacetime elements in the patch and immediately subdivide the corresponding elements in the space mesh using a newest-vertex-bisection algorithm [47]. When the tent-pitching sequence resumes, the causality constraint limits the duration of spacetime elements pitched over the subdivided space elements, resulting in simultaneous refinement in space and time. Coarsening operations are postponed until all the elements surrounding a node in the space mesh are coarsenable. Tent Pitcher then constructs a special spacetime patch that effectively deletes the node from the space mesh, as illustrated in Fig. 3a. The inflow facets of these special patches are fully compatible with the outflow facets of previously-solved patches, so our spacetime coarsening method eliminates the projection errors associated with coarsening operations in most conventional remeshing procedures. Similarly, spacetime implementations of edge-flip and node relocation operations, depicted in Figs. 3b and c, ensure zero projection error in adaptive operations that maintain and improve element quality.

### 5. Numerical results

In this section, we consider materials with spatially uniform properties and isotropic conductivity tensors given by \( \kappa = \kappa I \), where \( \kappa \in \mathbb{R} : \kappa > 0 \) and \( I \) is the identity tensor, and present all results in non-dimensional form. We non-dimensionalize temperature and heat flux as

\[
\tilde{T} = \frac{T - T_0}{T_0 c_c}, \quad \tilde{q} = \frac{q}{T_0 c_c} \tag{33}\]

In Fig. 4, we plot \( L_1 \) norm of terminal thermal error versus element diameter \( h \).

**Fig. 3.** Three adaptive meshing operations executed as spacetime patches (above) and as instantaneous operations in space only (below). The coarsening operation (a) deletes a degree-\( n \) vertex \( i \) to create \( n - 2 \) spacetime tetrahedra: \( ilkn \), \( iknm \), and \( ilkm \). The edge-flip operation (b) uses a single spacetime tetrahedron to switch from edge \( ps \) to edge \( qr \), while tent pitching with an inclined tent pole (c) repositions a node from \( e \) to \( e' \).
where $T_0$ is a non-zero reference temperature, and scale the space-time coordinates according to
\[
\tilde{x}_i = \frac{x_i}{x_c}, \quad \tilde{t} = \frac{t}{x_c^2}.
\] (34)

Many authors, dating back to [55], introduce a factor of 2 in the temporal and spatial non-dimensionalization, yielding
\[
\tilde{t} = \frac{t}{2x_c}, \quad \tilde{x}_i = \frac{x_i}{2x_c}.
\] (35)

Although the “natural” coordinate non-dimensionalization is that of (34), we find it convenient, for purposes of comparison with results in the literature, to sometimes work with the non-dimensional coordinates of (35). Our convergence study in Section 5.1 is non-dimensionalized according to (33) and (34); the remainder of our results are given using (33) and (35). For convenience, we drop the tildes from the non-dimensional quantities from here on.

**Fig. 5.** Effects of shock-capturing operator (SC) and $h$-adaptive meshing on SDG solution at $t = 0.65 x_c$. Reference solution is $T_{RS}$ computed with $n = 5 \times 10^4$.

**Fig. 6.** Analysis domains and loading for 2D examples.

**Fig. 7.** Temperature evolution (color and height) for channel domain heated by Gaussian laser pulse.
5.1. Convergence study in one spatial dimension

Palaniappan et al. [51] demonstrated that the SDG method applied to scalar conservation laws delivers the optimal convergence rate of $O(h^{p+1})$ in the $L_p$ error norm, where $h$ is the maximum element diameter, in regions where the solution is smooth. The present formulation involves a system of conservation laws with solution-dependent source terms, a class of problems that is somewhat different from those considered in [51]. In this section, we demonstrate that the convergence rate of the SDG method for the MCV problem is also $O(h^{p+1})$ for smooth solutions. To facilitate our convergence study, we examine a problem in one spatial dimension ($d = 1$) for which an analytical solution is available. The problem domain is $\Omega := (x, t) : x \in [0, 1], t \in [0, 1]$. The boundary and initial conditions are specified as $T(0, t) = 0$, $T(1, t) = 0$, $q(x, 0) = 0$ and $T(x, 0) = \sin(\pi x)$. The exact solution satisfying (17) and the prescribed data is

$$T(x, t) = \left[\cos(\omega t) + \frac{1}{2\omega}\sin(\omega t)\right]\sin(\pi x)e^{-t/2}, \quad q(x, t) = \frac{\pi}{\omega} \cos(\pi x)\sin(\omega t)e^{-t/2},$$

where $\omega = (\sqrt{4\pi^2 - 1})/2$.

We define the thermal error, $e_T := T_R - T$ in which a subscript 'R' identifies components of the reference solution (36) and $T$ is the SDG finite element approximation, and compute the $L_1$-norm of the terminal thermal error on $\Omega := (x, t) \in \partial\Omega$. In all cases, we use structured spacetime meshes in which all of the triangular elements are geometrically similar. Fig. 4 indicates that the optimal convergence rates of $O(h^{p+1})$ are achieved and that errors on the order of machine precision are obtained on meshes with sufficient refinement for $p = 4, 5$. Similar results (not shown) demonstrate that the MCV error, $e_q := q_R - q$, attains the same optimal convergence rates.

5.2. Shock capturing in 1D

Although the SDG shock capturing operator introduced in 3.3 is not required for numerical stability, it can be used to eliminate undesirable over- and under-shoot in the vicinity of solution discontinuities. Here we demonstrate the effects of the shock-capturing operator in a simple, one-dimensional example; see [44] for more detailed studies of the shock-capturing operator as applied to systems of nonlinear conservation laws.

The problem domain for this example is $\Omega := (x, t) : x \in [0, L], t \in [0, t_f]$. The boundary conditions are $T(0, t) = 1$ and $T(L, t) = 0$, while zero initial data are prescribed for both $T$ and $q$. The incompatible initial and boundary data at $(x, t) = (0, 0)$ generates a traveling discontinuity in the solution that arrives at $x = L$ at time $t_f = L/c$, in which $c$ is the thermal wave speed, cf. 1.1. For $t < t_f$, the solution to the present problem coincides with the solution to a problem posed on the quarter-spacetime, $\Omega^Q := \{(x, t) : x, t > 0\}$ with the same properties and boundary conditions, except $L = \infty$. Thus, we use the solution to the quarter-spacetime problem as a reference solution for times $t < t_f$.

Tzou [56] treats the half-space problem in a semi-analytic fashion. After non-dimensionalizing according to (33) and (35), he invokes a temporal Laplace transform. The solution to the transformed equation is straightforward, but the inverse Laplace transform is not. To overcome this difficulty, Tzou introduces a Riemann sum approximation for the inversion. For the present set of boundary conditions, the transformed solution and its approximated inverse are

$$T(x, k) = \frac{1}{k} e^{-x\sqrt{k(1-x)}},$$

$$T_{RS}(x, t) = \frac{e^{\gamma t}}{\pi} \left[\frac{1}{2} T(x, \gamma) + \Re \left\{\sum_{n=1}^{N} (-1)^n T(x, \gamma + \imath \pi n / t)\right\}\right],$$

where 'Re' denotes the real part, $k$ is the Laplace transform of $t$ and $\gamma = 4.7/t$. The subscript $RS$ denotes the Riemann-sum approximation to the exact solution.

Fig. 5 displays plots of the SDG solution, with and without shock capturing, and the reference Riemann-sum approximation $T_{RS}$ at $t = 0.65t_f$. The values of the shock-capturing parameters are $C_0 = 1$, $C_1 = 1/4$ and $\beta = 2$. Fig. 5a demonstrates the ability of the shock-capturing operator to suppress overshoot and undershoot at the discontinuity without polluting the rest of the solution. In these simulations, we use a non-adaptive mesh with uniform spatial diameter $h = 0.01$, leading to a total of 9,900 quartic (i.e., $p = 4$) spacetime elements. The terminal error norm is $\|e_T\|_{t_f} = 5.339 \times 10^{-3}$.4

4 The $L_1$ error computations were computed using Mathematica. Due to the highly oscillatory nature of the Riemann-sum solution, these integrals are not exact, but are correct to within the significant digits reported here.
Fig. 5b shows the ability of an $h$-adaptive SDG solution with shock capturing to more accurately capture the discontinuity while suppressing the overshoot and undershoot that persist when $h$-adaptive methods are applied alone. The adaptive error tolerances, $\epsilon = 0.60 \times 10^{-5}$ and $\bar{\epsilon} = 1.4 \times 10^{-5}$, generate an unstructured spacetime mesh containing 16,035 elements (a total of 103,050 elements).
18,790 elements were solved including those discarded for refinement, yielding a terminal error norm for the adaptive case of $\|e_T\|_{L_2} = 8.739 \times 10^{-4}$. Thus, the adaptive simulation decreases the error by over a factor of 6 while increasing the analysis cost by less than a factor of 2.

5.3. Two-dimensional study of Gaussian laser-pulse heating

The first of the two-dimensional examples we present is a converging–diverging channel problem identical to the one solved in [34]. The analysis domain, shown in Fig. 6a, is symmetric about the $x$-axis; we exploit this symmetry in our computations and model only the top half (i.e., $y > 0$) of the domain. The laser pulse incident on the left side of the domain is modeled as a non-dimensional Gaussian-type body heat source,

$$Q(x, y, t) = \frac{1}{2\Delta r_p} \exp\left[-\frac{1 + x}{\Delta} - \frac{y^2}{\Delta r_p^2} - \left(\frac{t}{\tau_p}\right)^2\right],$$

where $\Delta$ is the penetration depth, $\Delta_r$ is the width of the laser beam and $\tau_p$ is the characteristic duration of the laser pulse. In this study, we specify $\Delta = 0.05$, $\Delta_r = 0.10$ and $\tau_p = 0.10$. The material parameters are the same as in the previous example, and we impose homogeneous initial conditions. We use cubic (i.e., $p = 3$) spacetime elements and enable $h$-adaptive meshing with $\varepsilon = 0.60 \times 10^{-8}$ and $\varepsilon = 1.4 \times 10^{-8}$. This problem has a smooth solution, so the SDG shock-capturing operator is inactive.

Fig. 7 shows a time sequence of the evolving temperature distribution within the channel domain. These images of the solution fields, as well as those in subsequent examples, are generated with the per-pixel accurate rendering system described in [57]. The numerical results from our SDG simulation are reflected about the $x$-axis in the visualizations to show the complete problem domain. At $t = 0.10$, the thermal response reflects the Gaussian distribution of the laser-pulse irradiation. The second plot, at time $t = 0.50$, shows thermal waves propagating away from the source, with lower temperatures in the region of the heat source. The plot at $t = 1.00$ depicts the heat wave traversing the middle of the channel; reflections from the boundaries are clearly visible. The heat pulse reaches the right edge of the domain at $t = 2.00$ in the final plot. The temperature distribution is not yet uniform throughout the body, but the temperature range is significantly reduced compared to early times. Our results are broadly similar to those reported in [34], although the SDG solution generally predicts sharper wavefronts and resolves a number of fine-scale solution features that are absent in [34]. We attribute these differences to our use of higher-order space–time elements in a relatively well-resolved, adaptively-refined mesh. Although there is insufficient information available for a quantitative comparison of efficiency, we note that our adaptive solution procedure generates 16,489,813 cubic spacetime elements, while [34] used over 7000 linear triangular elements in a non-adaptive space mesh and an unspecified number of forward-Euler time steps. This example shows that our results are at least in general agreement with published results for the hyperbolic thermal model. It also demonstrates the influence of interacting waves on the temperature distribution, an effect that Fourier’s law cannot capture.

Fig. 8 illustrates our $h$-adaptive, advancing-front analysis procedure. Dense mesh regions, filled with small-diameter, short duration elements, cover the trajectories of sharp solution features to accurately resolve moving wavefronts. However, these elements do not impose a global restriction on element durations; larger elements with much longer durations reduce the cost of analysis in regions where the solution is less sharply graded. The clear correlation between significant solution features and the mesh-density pattern demonstrates the effectiveness of our adaptive error indicator.

5.4. Effect of voids and inclusions on heat conduction

This set of examples demonstrates the ability of the SDG method to model more complex domains and boundary conditions as well as its ability to capture sharp solution fronts with shock capturing and $h$-adaptive meshing. We consider a material containing circular voids or inclusions, as depicted in Fig. 6b. Matrix material surrounds circular features with radius $r = 1/2$. We apply homogeneous initial conditions and impose Dirichlet temperature boundary conditions, $T = 1$ and $T = 0$ along the top and bottom edges, respectively. The domain is symmetric about the $y$-axis, so we only model the half where $x > 0$ with symmetry conditions along the $x = 0$ and $x = 1/2$ boundaries.

5.4.1. Material with circular voids

In this example, we use homogeneous Neumann (zero heat flux) conditions along the circular boundaries to model the effects of voids. We use cubic (i.e., $p = 3$) spacetime elements and activate the $h$-adaptive analysis scheme with $\varepsilon = 4.50 \times 10^{-8}$ and $\varepsilon = 1.05 \times 10^{-7}$. The resulting spacetime mesh contains 14,832,534 tetrahedral elements. The shock-capturing parameters are $C_s = 1$, $C_\tau = 1$ and $\beta = 2$.

Fig. 9 shows a time sequence of the temperature distribution in which temperature is mapped to both the height and color fields in the visualizations. A right-propagating thermal shock, due to the non-zero Dirichlet loading along the left edge, is visible at time $t = 0.50$ with little evidence of diffraction by the voids. However, edge effects and reflections off the void boundaries are clearly evident behind the shock front. Temperatures higher than the prescribed boundary values are present due to wave interactions.

Fig. 10. Comparison of a material with voids (left) to a homogeneous strip (right) at $t = 3.75$. The homogeneous strip shows a wavefront still present. Reflections and diffraction due to the voids, in combination with intrinsic diffusion, eliminate the wavefront in the perforated material.
The visualization at \( t = 0.75 \) shows early reflections of the leading thermal wavefront off the boundary of the left-center void; diffraction effects are clearly evident. Waves behind the front continue to interact and reflect off the void boundaries, creating an increasingly complex thermal distribution. As the thermal profile evolves to \( t = 1.00 \), the waves behind the front continue to interact, although the magnitudes of individual waves decrease. Sharp wavefronts traveling at the sides of the center void are still visible. The leading thermal waves reach the right-center void in the final visualization, at time \( t = 2.00 \). The temperature gradients behind the front continue to decrease, due to both intrinsic diffusion and the increasing number of wave interactions.

This example demonstrates the effects of non-uniform geometry on the dissipation of a temperature discontinuity. We illustrate this point in Fig. 10, where we compare at time \( t = 3.75 \) the response of the material with voids to that of a strip of homogeneous material.

![Fig. 11. Time sequence of \( T \) (height) and \( \mathbf{q} \) (color) for composite material system.](image)

(a) \( t = 0.625 \)

(b) \( t = 1.000 \)

(c) \( t = 1.500 \)

(d) \( t = 6.000 \)
material subjected to identical loading. A thermal shock front is still visible in the solution for the homogeneous strip, whereas no such discontinuity is evident in the solution for the material with voids. Both solutions reflect the diffusion that is implicit in the governing equations. However, the absence in the perforated material of an unobstructed trajectory for the initial thermal wave-front leads to complex wave interactions that cause the temperature profile to approach a uniform gradient more rapidly than in the homogeneous medium.

5.4.2. Composite material with circular inclusions

In this final example, we examine the effects of hyperbolic heat conduction on a bimaterial system comprised of circular inclusions embedded in a matrix. We use subscripts 1 and 2 to denote, respectively, quantities associated with the matrix and inclusion materials. The non-dimensionalization, given by (33) and (35), is with respect to the properties of the matrix material. The matrix and inclusion parameters are related by $\kappa_2/\kappa_1 = 1/2$, $\tau_2/\tau_1 = 1$ and $C_2/C_1 = 2$. The resulting thermal wave speeds are $c_1 = 1$ and $c_2 = 1/2$. We use Riemann fluxes for bimaterial interfaces, cf. Appendix B.2, on the boundaries between the matrix and the inclusions. The element polynomial order, the adaptive error tolerances and the shock-capturing parameters are the same as in the previous example. The resulting spacetime mesh, which now covers both the matrix and the inclusions, contains a total of 17,145,419 tetrahedral elements.

Fig. 11 displays a sequence of visualizations of the temperature field and the heat-flux magnitude, with $T$ mapped to height and $\mathbf{q}$ to color. The first three images display the wave-like evolution at early times, while the fourth image displays the diffuse solution after steady-state conditions are attained. In all the images, we observe that the $F_1$ component of the jump condition (17b) enforces continuity of temperature when applied to the vertical (in spacetime) bimaterial interfaces. Although the jump condition on $F_2$, similarly enforces continuity of the normal component of $\mathbf{q}$ across the bimaterial interfaces, this does not imply continuity of $\mathbf{q}$. Accordingly, the color fields in the images exhibit discontinuities.

At time $t = 0.625$, the initial wavefront is transiting the top row of inclusions. The effects of the distinct wave speeds in the bimaterial system are clearly evident; refraction generates curved, lagging wavefronts. According to the color fields in the images, the temperature and flux fields. This focusing effect generates a peak temperature of $T = 2.096$ at $t = 0.994$, more than double the maximum Dirichlet boundary value, $T = 1.0$. Part of the energy amassed in the spikes is transmitted to the matrix in the form of sharp radial wavefronts that impinge on the central inclusion in Fig. 11c, within which a new spike is forming.

In the final plot at $t = 6.0$, the solution has reached a steady state, and the temperature field shows no visible perturbations from a uniform gradient. The composite material channels most of the thermal flow through the more conductive matrix. Although flux concentrations are evident where the more resistive inclusions constrict the flow, the peak values of $\mathbf{q}$ are substantially smaller than in the early stages of the simulation. At this stage, we have $\mathbf{q} \approx 0$, so the MCV equation (2) agrees with the Fourier conduction model, and the long-term hyperbolic and parabolic solutions match.

Comparing the results of this simulation to those presented in Fig. 9, we observe that the inclusions have a diffusive effect that suppresses the complex wave patterns generated by reflection and diffraction in the material with voids. In general, sharp wavefronts tend to dissipate more rapidly in the composite system, so less mesh refinement is required to resolve the solution as the simulation advances. Thus, even though the spacetime mesh in this example covers a larger domain than the one used in the example described in Section 5.4.1, there is only a modest increase in the number of tetrahedral elements.

6. Conclusions

We have presented a new spacetime discontinuous Galerkin method for hyperbolic heat conduction using the MCV equation. The SDG formulation guarantees element-wise conservation with respect to Riemann fluxes and prescribed data on the element boundaries. A causal spacetime meshing procedure and a patch-by-patch solution scheme yield a method with $c(N)$ complexity that can handle models with tens of millions of spacetime elements on single-processor systems. Since multiple patches can be pitched and solved simultaneously, the SDG method is well-suited to asynchronous, parallel implementations that could support even larger problem sizes. Work on a fully-adaptive, parallel implementation is in progress and will be reported in a later paper.

The SDG formulation supports element basis functions of arbitrarily high polynomial order without expanding the stencil. This is in contrast to, for example, finite volume methods where expanding stencils limit the efficiency of higher-order models. Our numerical experiments confirm optimal convergence rates of $O(h^{p+1})$ in $L_1$ error norms for problems with smooth solutions. Although the SDG method does not require stabilization for the MCV equation, the SDG shock-capturing operator can be used to eliminate overshoot and undershoot in the vicinity of solution discontinuities. A robust shock indicator for the case of first-order polynomials would improve the efficiency and flexibility of our method; this is the subject of on-going research.

An improved Tent Pitcher algorithm with $h$-adaptive extensions accurately captures sharp solution features while maintaining reasonable solution cost. Spacetime implementations of common adaptive meshing operations, including vertex deletion, edge flips and vertex smoothing, circumvent the projection errors that are unavoidable when these operations are implemented in space only. This approach preserves the optimal convergence rates of high-order SDG models, while the projection errors in conventional remeshing techniques can be no better than $O(h)$. Adaptive error checks and remeshing are implemented locally at the patch level in a patch-by-patch solution procedure, so that remeshing proceeds continuously throughout the solution process. This fine-grained approach to remeshing yields a more efficient adaptive algorithm, as only a small amount of computational effort is discarded when a patch solution is rejected for exceeding the error tolerances.

Our current $h$-adaptive algorithm is reasonably efficient for problems with smooth solutions where regularity does not limit the convergence rate for higher-order elements. However, the MCV model admits solutions with discontinuities, where regularity limits the convergence rate to $O(h/p)$ in the SDG shock-capturing method. Thus, higher-order elements are inefficient in the vicinity of discontinuous features, as their cost grows more rapidly than the error reduces for larger values of $p$. Therefore, an $hp$-adaptive implementation of the SDG method, in which high-order elements are used in smooth regions and low-order elements are used near discontinuities, should yield significant efficiency gains over our current implementation.
The two-dimensional numerical examples in this work illustrate the distinct physics captured by the MCV equation and Fourier’s law. Studies of materials with voids and inclusions demonstrate the ability of the SDG method to handle non-trivial domain geometries and to incorporate bimaterial interfaces in a straightforward manner. The finite wave speeds implicit in the MCV equation create a complex pattern of wave interactions and boundary reflections that are absent in models based on the classical heat equation. This wave-like behavior leads to thermal response that is qualitatively different from that generated by parabolic conduction models. For example, the MCV model predicts temperatures well above the maximum boundary data in problems with Dirichlet loading as well as uneven heating of matrix material and inclusions in bimaterial systems.

The adaptive SDG model for hyperbolic heat conduction delivers high-precision solutions for applications defined at very small length and time scales where wave-like thermal response is important and the Fourier conduction model’s adherence to the Maximum Principle renders it a non-conservative approximation. A thermomechanical model using the MCV conduction equation is an important extension that will be reported in a forthcoming paper; extensions to accommodate nonlinear thermal response would also be of interest. Potential applications of this technology include simulations of pulsed-laser heating of thin films, MEMS and electronics fabrication processes, integrated circuit chips and cryogenic cooling [34]. Concurrent coupling of atomistic and continuum models is another promising application; the thermal component of a hyperbolic thermomechanical model could account for the energy associated with high-frequency atomistic motions that cannot be resolved in the continuum.
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Appendix A. Discrete weak form in indicial notation

In this appendix, we present the discrete weak form (26) in indicial notation. Commas as subscripts denote partial derivatives with respect to the variable appearing after the comma, and a superposed dot indicates partial differentiation with respect to the temporal variable. The definitions of the fluxes and source terms from (14) and (15) are substituted in for clarity. The discrete weak form in indicial notation is

$$\begin{align*}
\int_{\mathcal{V}} & \left\{ -\omega_{\alpha\phi} + \omega_{\alpha} [x^2 \delta^{\alpha\beta} (CT)_{\beta} - q^\beta] + \omega_{Q} - W \tilde{\lambda}_{\alpha \beta} \tilde{q}^\beta \\
- W_{\alpha T} + x^2 W_{\alpha m m m} (\tilde{i}_{\alpha \beta} \tilde{q}^\beta)_{\beta} + W_{\alpha \beta} q^\beta \right\} dV \\
+ \int_{\partial \mathcal{V}} & \left\{ (\omega_{\alpha} q^\beta - x^2 p^\beta) + W T \right\} \delta_{\alpha \beta} - W x^2 (p^\beta_{\alpha \beta})_{\beta} \\
+ \left\{ \omega_{\alpha \beta} + \omega_{\alpha \beta} \tilde{q}^\beta \tilde{q}^\alpha \right\} dS = 0 \quad \forall (\omega, \mathbf{w}) \in \mathcal{V} \times \mathcal{S}
\end{align*}
$$

(A.1)
in which $n$ and $n^m$ are the temporal and spatial components of the unit spacetime normal vector $\mathbf{n}$ defined as outward on $\partial \mathcal{V}$, and $\delta_{\alpha \beta}$ and $(p^\beta)_{\alpha \beta}$ are covariant components of the tensors $\lambda$ and $p_{\alpha}$.

In this rendering of the SDG formulation, we artificially treat spacetime as a manifold in an Euclidean space of dimension $d + 1$ to uniquely determine the spacetime unit normal vector $\mathbf{n}$. This requires that we select a positive reference velocity to resolve the dimensionless differences between space and time coordinates.

Although the choice of the reference velocity is entirely arbitrary, the validity of the resulting formulation is independent of its value. Our use of exterior calculus on manifolds in the main formulation circumvents these complications, allowing us to work directly in the natural vector space for this problem, $\mathbb{E}^d \times \mathbb{R}$.

Appendix B. Riemann fluxes

The definitions of the Riemann fluxes (denoted with superscript $\mathcal{R}$) complete the formulation. In view of the linearity of the problem, we have

$$\mathbf{F}^R(\mathbf{T}, \mathbf{q}) = \mathbf{F}(\mathbf{T}^R, \mathbf{q}^R)$$

(B.1)

for both the homogeneous and bimaterial interfaces considered in this paper. Thus, this appendix presents expressions for the Riemann values of the temperature $T^R$ and the heat flux vector $\mathbf{q}^R$ for spatial dimension $d = 1, 2$. We also present Riemann values for vertical bimaterial interfaces, cf. Section 5.4.

We introduce notation for jump and average operators, $[f] = f_1 - f_2$, and $\langle f \rangle = \frac{1}{2} (f_1 + f_2)$, where subscripts $\alpha$ and $\beta$ refer to traces from opposite sides of a spacetime interface.

B.1. Riemann values on 1-manifolds in $\mathbb{E}^1 \times \mathbb{R}$

Consider a causal patch of elements on $\mathbb{E}^1 \times \mathbb{R}$, as depicted in Fig. B.1. The Riemann values on $\Gamma_{\alpha \beta}$ are functions of the traces of the temperature and heat flux vector fields from the adjacent elements, $\mathcal{Z}_a$ and $\mathcal{Z}_b$. We obtain the Riemann values as the solution to a local Riemann problem defined on the configuration shown at the right in Fig. B.1. For a homogeneous interface with $|\mathcal{Z}_a| = |\mathcal{Z}_b|$, the Riemann values are

$$\mathbf{T}^R(x,t) = \langle T \rangle - \frac{Z}{2} \langle \mathbf{q} \rangle, \quad \mathbf{q}^R(x,t) = \langle \mathbf{q} \rangle \frac{1}{2Z} [\mathbf{T}],$$

(B.2)

where $Z = \sqrt{\tau / \kappa C}$ and the wavespeed $c = \sqrt{\kappa / \tau C}$. The Riemann values change slightly for a bimaterial interface with $m = 0$. To compute these values, we follow the procedure outlined in [27] to obtain

$$\mathbf{T}^R(x,t) = \frac{1}{Z_a + Z_b} (Z_a T_{\beta} + Z_b T_{\alpha} - Z_a Z_b q^\alpha),$$

(B.3a)

$$\mathbf{q}^R(x,t) = \frac{1}{Z_a + Z_b} (Z_a q_{\alpha} + Z_b q_{\beta} - [\mathbf{T}]),$$

(B.3b)

where the subscripts $\alpha$ and $\beta$ indicate the side (material) from which the trace is taken.

B.2. Riemann values on 2-manifolds in $\mathbb{E}^2 \times \mathbb{R}$

Consider a causal patch of elements in $\mathbb{E}^2 \times \mathbb{R}$, as depicted in Fig. B.2a. The noncausal interface $\Gamma_{\alpha \beta}$ is the common boundary between two elements in the patch, $\mathcal{Z}_a$ and $\mathcal{Z}_b$. We introduce a new pair of spatial coordinates $(\xi_1, \xi_2)$ to facilitate the formulation of a one-dimensional Riemann problem on $\Gamma_{\alpha \beta}$. The second coordinate, $\xi_2$, is the spatial vector that is tangent to $\Gamma_{\alpha \beta}$; $\xi_1$ is the spatial...
vector that is orthogonal to \( \xi_2 \) and that points outward from \( j_2 \). Let the spatial normal vector \( n \) be the vector with unit magnitude in the direction of \( \xi_2 \), Fig. B.2b illustrates the \((\xi_1, \xi_2)\)-coordinate system and the spatial normal vector \( n \).

We solve a one-dimensional Riemann problem in the direction of \( n \) (cf. Abedi et al. [46]). There are two branches to the solution, depending on the inclination of \( \Gamma_{3q} \) and which of two regions, RI and RII seen in Fig. B.2c, it lies in. If \( \Gamma_{3q} \) is vertical and lies on the boundary between the two regions, the solution from either branch may be used as they generate identical Riemann fluxes for this orientation. We introduce the following quantities to obtain a concise notation:

\[
\mu = \kappa(n) \cdot n, \quad z = \sqrt{\kappa / C}, \quad \text{and the wavespeed} \quad c = \sqrt{\kappa / C}.
\]

The Riemann values for a homogeneous interface are:

\[
\begin{align*}
\Gamma^R &= \left\{ \begin{array}{ll}
\frac{1}{2(\mu_2 + \mu_1)} [\mu_2 \Gamma_2 + \mu_1 \Gamma_1 - z_2 \Gamma_2] & \text{if } \Gamma_{3q} \text{ is in RI or RII}, \\
\frac{1}{2(\mu_2 + \mu_1)} [\mu_2 \Gamma_2 + \mu_1 \Gamma_1 - z_2 \Gamma_2] - z_2 \Gamma_2 & \text{if } \Gamma_{3q} \text{ is in RI or RII}.
\end{array} \right.
\end{align*}
\]

(B.4a)

The numerical results presented in S.4.2 require the Riemann values for a vertical bimatertial interface. Again, we follow the procedure in [27] to obtain

\[
\begin{align*}
\Gamma^R &= \frac{1}{2(\mu_2 + \mu_1)} [\mu_2 \Gamma_2 + \mu_1 \Gamma_1 - z_2 \Gamma_2] - z_2 \Gamma_2 & \text{if } \Gamma_{3q} \text{ is in RI or RII}, \\
\Gamma^R &= \left\{ \begin{array}{ll}
\frac{1}{2(\mu_2 + \mu_1)} [\mu_2 \Gamma_2 + \mu_1 \Gamma_1 - z_2 \Gamma_2] - z_2 \Gamma_2 & \text{if } \Gamma_{3q} \text{ is in RI}, \\
\frac{1}{2(\mu_2 + \mu_1)} [\mu_2 \Gamma_2 + \mu_1 \Gamma_1 - z_2 \Gamma_2] - z_2 \Gamma_2 & \text{if } \Gamma_{3q} \text{ is in RII}.
\end{array} \right.
\end{align*}
\]

(B.5a)

(B.5b)

It is straightforward to show that (B.4) reduces to (B.5) when the materials on opposing sides of an interface are identical.
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