
Least Square (LS) method
Least square concept is used in many different settings, for example in (linear) 
regression.

R2 is zero for the exact solution, but in discrete form, we want to find the solution that minimizes R2 (R2 may 
be > 0)
Let's find R2 for the problem with 2 unknowns:
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We first discretized ( -> a1, a2) then minimized (grad R2 = 0)
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Least Square method is a WRS where we have different weights for inside and on natural boundary
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Least square minimizes the error in Differential Equation (Ri) 
and Natural BC (Rf) in an R2 fashion. This does not result in 
minimum solution error Norm(uh - u)

We already mentioned that in 1D FEM often we match the 
exact solution at nodes
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Let's compare the errors of different methods
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